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Abstract: We present Optical Incoherence Tomography (OIT): a completely digital method to
generate tomographic retinal cross-sections from en-face through-focus image stacks acquired by
non-interferometric imaging systems, such as en-face adaptive optics (AO)-ophthalmoscopes.
We demonstrate that OIT can be applied to different imaging modalities using back-scattered light,
including systems without inherent optical sectioning and, for the first time, multiply-scattered
light, revealing a distinctive cross-sectional view of the retina. The axial dimension of OIT
cross-sections is given in terms of focus position rather than optical path, as in OCT. We explore
this property to guide focus position in cases where the user is “blind” focusing, allowing precise
plane selection for en-face imaging of retinal pigment epithelium, the vascular plexuses and
translucent retinal neurons, such as photoreceptor inner segments and retinal ganglion cells,
using respectively autofluorescence, motion contrast and split detection techniques.

© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

High-resolution in-vivo imaging of the human retina can be achieved using Adaptive Optics
(AO) ophthalmoscopes, such as Flood-Illumination Ophthalmoscopes (FIO) [1] and Scanning
Laser Ophthalmoscopes (SLO) [2], owing to the capacity of AO to measure and correct for static
and dynamic monochromatic ocular aberrations in real-time [3,4]. Such high-resolution retinal
images play an important role in early-stage retinal disease diagnosis, monitoring the progression
of retinal disease and the effect of new therapeutic drugs. [2,5].

To be able to explore the retinal volume using AO ophthalmoscopes, the control of the imaging
focal position becomes crucial. At present, the positioning of the image focal plane is generally
done empirically by visualizing the en-face images displayed in real-time and judging sharpness
of the retinal image. This focus guidance approach seems sufficient when using confocal AO-SLO
to image hyper-reflective retinal layers such as photoreceptors and nerve fiber layer (NFL) [2],
especially due to the optical sectioning capability of such imaging systems. Nevertheless, the
same cannot be said when using nonconfocal imaging modalities as AO-FIO and AO-SLO
split-detection [6], multi-offset [7], motion contrast [8], and autofluorescence [9], since displayed
images present a weak signal-to-noise ratio (SNR) and a low contrast, and users are mostly
“blind” focusing. As a result, the acquisition of image stacks around the retinal layer of interest,
i.e. for different focal planes, and the assessment of image quality after acquisition, to select the
best image stack, are mandatory, time-consuming steps which are not always compatible with
the clinical environment. To avoid these drawbacks, a focus-guidance tool becomes essential,
especially to reveal hypo-reflective or transparent structures such as cone photoreceptor inner
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segments (IS) [6], retinal ganglion cells (RGC) [7], perfusion in microvasculature [8,10] or those
masked by neighboring structures of high reflectivity such as retinal pigment epithelium (RPE)
lying beneath photoreceptors [9].
To better manage focus position, some early work involved acquisition of through focus

image stacks using SLO to understand topography and to select an image at a particular layer
[11,12]. Inspired by autofocus systems [13], focus measure operators were used to characterize
image quality while spatial filtering was proposed to improve image quality when imaging
photoreceptors using AO-FIO [14,15]. However, previous methods using AO-FIO were only able
to guide focus position when imaging hyper-reflective retinal structures, such as photoreceptors.
Here, we present Optical Incoherence Tomography (OIT): a digital method to generate

tomographic retinal cross-sections from through-focus en-face image stacks (otherwise known as
depth stacks, axial stacks or Z-stacks) acquired by non-interferometric AO-ophthalmoscopes.
Contrary to Optical Coherence Tomography (OCT) [16], which is sensitive to the optical path
difference between the reference and the sample arms, OIT produces cross-sections as a function
of the focal position, making it highly valuable as a focus guidance tool. We apply OIT to
different AO-ophthalmoscope modalities such as AO-FIO, confocal AO-SLO, split-detection
AO-SLO and motion contrast AO-SLO. We demonstrate that although cross-sectional image
quality is inferior, most of the retinal layers commonly resolved by OCT cross-sections [16] can
nevertheless also be resolved and identified in OIT cross-sections. We use the focus sensitivity
of the OIT method to precisely guide focus positioning, facilitating imaging of the RPE, all
retinal vascular plexuses, and transparent neurons such as photoreceptor IS and RGC when using
respectively autofluorescence, motion contrast, and split detection techniques.

2. Methods

2.1. The Optical Incoherence Tomography procedure

The OIT method is composed of three steps: Z-stack acquisition, image filtering and computation
of the image energy.
Z-stack acquisition: Acquisition of en-face images from different focal planes, forming a

Z-stack (or a fly-through movie) in the z direction. Here, the Z-stacks were acquired in a step-wise
manner, by manually changing the focus position and acquiring images at each plane. An entire
Z-stack was acquired in around 20 minutes.
En-face image filtering: After Z-stack acquisition, each en-face image from the Z-stack has

its low-spatial frequency content filtered out. Indeed, since nonconfocal imaging systems do not
present inherent optical sectioning, i.e. the capacity to reject out-of-focus photons, the high-pass
filter enables one to take advantage of the fact that high-spatial frequency is only present for
photons coming from the in-focus plane [17], creating an axial sectioning effect. Here, we chose
to use an order 2 Butterworth filter to avoid adding high-spatial frequency artifacts to images.
The high-pass filter cut-off frequency choice, and its implications, is explained in Sect. 3.1.

En-face image energy computation: To obtain OIT cross-sectional images, similar to an
OCT "B-scan", each en-face image from the Z-stack, after spatial filtering, is divided into an
overlapping grid of m × n pixel regions of interest (ROIs), in the lateral dimension (x,y), where
each ROI is displaced from the previous by 1 pixel in the x direction (i.e. in the m direction). To
favor a trade-off between point-wise accuracy and smoothness, we used two ROIs to generate the
OIT cross-sections. The first ROI was composed of 4 × 40 pixels (3 µm × 30 µm in the retinal
plane), favoring the high lateral resolution brought by the use of AO, thus favoring the contrast of
small retinal features. The size of this ROI was chosen based on photoreceptor spacing (in the x
direction) and to increase OIT image contrast. The second ROI was composed of 40 × 40 pixels
(30 µm × 30 µm in the retinal plane), favoring the detection of contrast between en-face images
of the Z-stack and the appearance of bands in the OIT cross-section defining the retinal layers.
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The energy of each ROI (EROI) is then computed as follows:

EROI =
∑
u

∑
v
|ĨROI(u, v)|2 (1)

where ĨROI is the Fourier Transform of the ROI from each filtered en-face image from the Z-stack.
Owing to the image filtering step, high energy values will be obtained in ROIs presenting a
significant amount of high spatial frequency content. On the other hand, out-of-focus structures
and in-focus structures presenting a low spatial frequency content will present a low energy
value as low spatial frequency was filtered out. Note that filtering and energy computation can
in practice be implemented in a single step, though they are separated here for clarity. Each
energy measurement is then allocated to a coordinate (x,z) generating the OIT cross-section (see
Visualization 1 for an animation depicting the energy measurement step in detail). For both
ROIs, an OIT cross-section is generated, normalized and then averaged to favor, at the same time,
the contrast of small retinal features and retinal layers as mentioned above. Finally, we made
available an open source Matlab GUI where the user can load a Z-stack and generate its OIT
cross-section in a few seconds, and where OIT parameters such as the size of the ROI and the
cut-off frequency of the high-pass filter can be modified [18].

2.2. Imaging acquisition and processing

The Z-stacks necessary to generate OIT cross-sections were obtained using the PARIS AO-FIO
and a modified version of the MAORI (multimodal adaptive optics retinal imager) AO-SLO
(Physical Sciences, Inc., Andover, MA, USA). Both systems were described in detail elsewhere
[1,9]. The Z-stack from the PARIS AO-FIO was obtained by translating the imaging camera
parallel to the optical axis with a constant step of 30 µm in the retinal plane. AO-SLO Z-stacks
were obtained by adding constant defocus values to the deformable mirror [9,19]. The equivalent
axial displacement was approximately 20 µm for Fig. 2 and 15 µm for Figs. 4,5. The aperture
of the PARIS AO-FIO and the MAORI AO-SLO were respectively limited to 5 mm and 7 mm
diameter at the pupil plane, giving a theoretical depth of field at the diffraction-limit of around
50 µm and 25 µm respectively [20]. The AO-loop rates of the PARIS AO-FIO and MAORI
AO-SLO were set to 50 Hz and 25 Hz respectively.

Image acquisition was performed on two healthy subjects aged 25 and 38. Research procedures
followed the tenets of the Declaration of Helsinki. Informed consent was obtained from
subjects after the nature and possible outcomes of the study were explained. The study was
authorized by the appropriate ethics review boards (CPP and ANSM (IDRCB numbers: 2016-
A00704-47 and 2019-A00942-55)). Before the acquisition, pupil dilation and accommodation
paralysis were performed by introducing one drop of each Tropicamide and Phenylephrine 10%,
assuring a constant pupil diameter and minimal interference of defocus dynamics due to natural
accommodation during Z-stack acquisition [4,21]. Subjects were seated in front of the systems,
stabilized with a chin and forehead rest and asked to fixate a focused target. For each focal plane, a
total of 100 images were acquired. When using the AO-SLO device, the deformable mirror focal
plane position was recorded along with simultaneously captured confocal and split-detection
image stacks. In this configuration, the AO-SLO light level entering the eye from the illumination
source and the wavefront sensor laser beacon was respectively 0.95 mW and 0.7 mW. For the
PARIS AO-FIO, the total power entering the eye from the illumination source and the wavefront
sensor laser beacon were respectively 350 µW and 1.8 µW. For both imaging systems, the light
level was below the ocular safety limits established by the ISO standards for group 1 devices.

Following the acquisition, to correct for fixational eye motion [22], non-rigid registration (for
the AO-SLO images) [23] and normalized cross-correlation registration (for AO-FIO images)
were performed on each image sequence for a given focal plane. After registration, we selected
10 out of the 100 images of best quality, as computed by the image energy [4]. Then the 10

https://doi.org/10.6084/m9.figshare.12473462
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selected images were averaged or, in the case of split-detection images, had the temporal standard
deviation computed to extract perfusion maps [8], providing the final Z-stack used to generate
the OIT retinal cross-sections. Before performing the OIT procedure (Sect.2.1, above), images
composing the Z-stacks were registered (i.e. spatially aligned) pairwise. Because the Z-stacks
used to generate the OIT cross-sectional images were composed of 20 to 30 en-face images,
resulting in a cross-section with only 20 to 30 pixels in the axial (z) direction, we resized the OIT
cross-sections in the axial (z) direction by using bilinear interpolation and increasing the number
of pixels by a factor of 15, thus facilitating OIT cross-section visualization and analysis. Finally,
generated OIT cross-sections were used in two different ways (specified for each case throughout
Sect.3): to determine the retinal depth location of an en-face image from the original Z-stack; or
to precisely adjust the focus of the AO-ophthalmoscope to acquire a sharp en-face image in a
retinal layer of interest, the latter case using the previously acquired OIT cross-section as a focus
guidance tool.

3. Results

3.1. OIT axial sectioning capacity

A crucial step of the OIT procedure consists of filtering out the low-spatial frequency content.
Indeed, since nonconfocal imaging systems do not present inherent optical sectioning, i.e. the
capacity to reject out-of-focus photons, the high-pass filter enables one to take advantage of the
fact that high-spatial frequency is only present for photons coming from the in-focus plane [17],
creating an axial sectioning effect. To demonstrate the axial sectioning capability of the OIT and
the impact of the choice of cut-off frequency, we applied the OIT procedure to a Z-stack obtained
from a USAF target using the PARIS AO-FIO. Figures 1(a-d) present the area of one en-face
image where the OIT cross-section was generated, and OIT cross-sections obtained without
spatial filtering and with spatial filtering for a 10% and 50% normalized cut-off frequency.
The choice of cut-off frequency will induce two different behaviors. On the one hand, by

increasing the cut-off frequency, the axial sectioning ability of OIT is enhanced. Figure 1(d)
outlines this behavior by presenting the axial sectioning, computed through the full-width at half
maximum (FWHM) in the axial direction of OIT cross-sections, as a function of the normalized
cut-off frequency. Note that the sectioning ability is limited by the depth of field (DOF) at the
diffraction limit, which can be defined as 2λ

NA2 (where λ is the illumination source wavelength
and NA the numerical aperture) [20]. The DOF defines the depth over which the best focus can
be achieved. Outside of this depth, the high spatial frequency content starts to lose contrast,
and, consequently, image sharpness reduces [20]. On the other hand, as the cut-off frequency is
increased, the OIT cross-section loses contrast and SNR (Fig. 1(e)). This latter effect happens
since the contrast is gradually reduced towards zero at a point defined by the lateral resolution
of the optical imaging system [20]. We can expect to obtain sufficient OIT image contrast
(higher than 80%) for normalized cut-off frequencies ranging from 1% to 25% of the diffraction
limited cut-off frequency. To distinguish different retinal layers, taking into account their spatial
frequency content, we decided to use a high-pass filter with a normalized cut-off frequency
of 10% of the diffraction limited cut-off frequency, representing a good trade-off between the
sectioning ability (1.3× DOF) and the image contrast. For example, with this cut-off frequency,
for a 7-mm diameter pupil and a light source of 850 nm, we expect to achieve an axial sectioning
of 32.5 µm at the diffraction limit.

While OCT cross-sections’ axial dimension (z) is given by the optical path difference between
the sample and reference arms, OIT cross-sections’ axial dimension (z) is graduated in defocus.
Therefore, OIT can be used as a tool to measure and control the focus position. Here, in the case
of the USAF target, one can precisely determine beforehand the position of the imaging plane to
extract a sharp image of the USAF target.
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Fig. 1. a. Area of the en-face image where the OIT method was applied. b. Generated OIT
cross-sections without spatial filtering. c,d. Generated OIT cross-section after applying a
high-pass spatial filtering with a normalized cut-off frequency of 10% and 50% respectively.
Note that, although at 50% a better axial sectioning is achieved, the OIT cross-section
presents a better contrast for 10% cut-off frequency. e. The axial sectioning capacity, given
in terms of depth of field ( 2λ

NA2 ) at the diffraction limit, as a function of the normalized cut-off
frequency. f. The contrast of OIT cross-section as a function of the normalized cut-off
frequency.

3.2. OIT applied to AO ophthalmoscopes

Figure 2(a,c) presents OIT tomographic retinal cross-sections acquired at 7o Nasal using the
confocal AO-FIO and AO-SLO. We compare both OIT cross-sections with an OCT image
acquired at the same retinal location with Spectralis OCT (Heidelberg Engineering, Germany,
Fig. 2(b)). Although OCT can achieve a far better axial resolution than OIT (i.e. not limited by
DOF but by the light source bandwidth), most of the retinal layers commonly resolved in OCT can
nevertheless be identified in both AO-SLO and AO-FIO OIT cross-sections, namely: 1) the NFL
(blue arrow), which gets thicker as eccentricity increases in the OCT image (Fig. 2(b)); 2) two
intermediate layers labeled, so far, as (1) and (2) (see Sect. 4.4); 3) inner/outer segment junction
(IS/OS, green arrow) and cone outer segment tips (COST) (orange arrow). Note that layer
appellations are assigned based on comparison with OCT, and as such follow OCT nomenclature.

The proposed retinal layer labeling can be further confirmed by looking at the stack of en-face
images, used to generate the OIT cross-section (Figs. 2(d,e)). Note that at the focus positions
corresponding to NFL and IS/OS layers, sharp images of these two retinal structures were
acquired. En-face images acquired at the focus positions corresponding to intermediate layers
(1) and (2) present images with defocused (not sharp) NFL and IS/OS respectively. The origin
of these two bands is discussed in Sect. 4.4. The area of the en-face image where the OIT
tomographic retinal cross-sections were generated, comprising a retinal vessel, is indicated by the
white dashed-rectangle in NFL en-face images in Figs. 2(d,e). It is possible to identify the vessel
present within the white dashed-rectangle on the OIT and OCT cross-sections (red arrows) and
conclude on its axial position, here at the superficial vascular plexus (SVP). Owing to the high
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Fig. 2. a-c Tomographic retinal cross-sections generated by, respectively, AO-SLO OIT,
OCT, and AO-FIO OIT for the same subject and retinal location, where the main retinal
layers can be identified. d,e En-face retinal images, from the original Z-stack, obtained when
precisely positioning the focal plane at the layers labelled NFL, (1), (2) and IS/OS, guided
by OIT cross-sectional images. White-dashed rectangle: Area of the en-face image where
OIT cross-sections were extracted. Red arrows: vessel location. AO-FIO en-face images
had their background subtracted [1]. (a,b,c) Log scale. Scale bar: 50µm.

lateral resolution of AO ophthalmoscopes, interconnecting capillaries [24,25], linking different
capillary plexus, can be visualized in OIT cross-sections as highlighted in Visualization 2.

3.3. RPE autofluorescence imaging guided by OIT

We used the AO-SLO OIT to precisely adjust the focus position of the system to the COST
layer and new images were acquired using confocal AO-SLO and autoflourescence AO-SLO.
While confocal AO-SLO en-face images present photoreceptors (Fig. 3(a)), the detection of
the autofluorescence signal in AO-SLO reveals the RPE [9] (Fig. 3(b)). Indeed, since the
axial resolution of the AO-SLO is not sufficient to separate COST and RPE, a sharp image
of the RPE autofluorescence is produced at the COST focal position. Zoomed areas and the
power spectral density (PSD) of Figs. 3(a,b) are also shown. The radial averaged PSD for both
confocal and autofluorescence AO-SLO images acquired simultaneously at the RPE focal position
(Fig. 3(c)) gives characteristic peaks of cone density of 18 000 cells/mm2 and RPE density of
5 000 cells/mm2, consistent with previous studies for 7o eccentricity [9,26]. The axial distance
between the IS/OS junction and the COST for OIT cross-sections of both AO-SLO and AO-FIO
was approximately 30 µm, in accordance with in-vivo OCT and AO-OCT data [27].

3.4. 3D microvasculature imaging guided by OIT

Figures 4(a,b) present a comparison between OIT cross-sections generated through confocal
AO-SLO and nonconfocal split detection AO-SLO at 7o Nasal. Colored arrows in OIT cross-
sections indicate the focus position where en-face images from the original Z-stack, presented in

https://doi.org/10.6084/m9.figshare.12240623
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Fig. 3. a,b En-face retinal images obtained using respectively confocal and autofluorescence
AO-SLO. The AO-SLO focal plane was adjusted to the COST focal position prior to
acquisition using the previously generated OIT cross-section (Fig. 2(a)). The RPE signal is
masked in the confocal channel by highly reflective photoreceptor signal due to poor axial
resolution, hence the need for autofluorescence. PSD of en-face zoomed images (orange
dashed-square) are also given. c. PSD radial average of previously presented zoomed areas
outlining the spatial frequency of the photoreceptor and RPE mosaics respectively. Scale
bar: 50µm.

Fig. 4(d,e), were acquired. White dashed rectangles indicate the area of the en-face image where
OIT cross-sections were generated.
Two main differences can be noticed when producing split detection OIT cross-sections

compared to those generated from confocal images. The first difference concerns the NFL
layer which seems to disappear in split detection OIT, indicating, as previously stated, that NFL
becomes mostly transparent in multiply scattered light modalities [8]. Secondly, retinal layers
in the inner retina get brighter with split detection OIT. By producing the OIT corresponding
to a Z-stack of perfusion map images (Fig. 4(c)), we can deduce that these layers correspond
to vascular plexuses, of which we expect there to be four at 7o Nasal [24,28]. Using the
split-detection OIT to precisely position the focal plane, we were able to extract perfusion maps
of each of the four vascular plexuses (Fig. 4(f)), named according to [24]: radial peripapillary
capillary plexus (RPCP), superficial vascular plexus (SVP), intermediate vascular plexus (IVP)
and deep vascular plexus (DVP). Owing to the precise location of focus position, one can generate
depth-color coded perfusion maps with ease, revealing the 3D organization of the vascular
network (Fig. 4(g)). Figure 5 presents the same comparison and results but at 7o Temporal, where
NFL is less dense and all three expected vascular plexuses [28] are visible in the split-detection
OIT.
Table 1 gives the axial distance between consecutive plexuses measured through OIT cross-

sections of Figs. 4(b) and 5(b). All measured values, and the fact that the IVP is closer to DVP
in Temporal position compared to Nasal, are consistent with in-vivo OCT angiography data in
previous studies [24,28,29]. Full Z-stacks used to generate the OIT images of Figs. 4,5 can be
visualized in Visualization 3 and Visualization 4.

3.5. Using OIT to guide imaging of transparent retinal neurons

Another interesting difference between OIT cross-sections generated by confocal and split-
detection modalities is the presence of a retinal layer, just above the IS/OS, that gets brighter
with split detection OIT (Figs. 4(a,b), 5(a,b)). By using OIT to position the focal plane at this
layer in the original Z-stack, we were able to precisely image photoreceptor IS in both imaging
locations (Fig. 6). On the one hand, for the split detection modality, note that the photoreceptor

https://doi.org/10.6084/m9.figshare.12240629
https://doi.org/10.6084/m9.figshare.12240635
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Fig. 4. a-c Tomographic retinal cross-sections generated by, respectively, confocal, split
detection, and motion contrast techniques in AO-SLO for the same subject at 7o Nasal
where the NFL is dense and four vascular plexuses can be seen. d-f En-face retinal images
from the original Z-stack obtained when precisely positioning the focal plane at the layers
labeled RPCP, SVP, IVP and DVP, with the help of OIT method, using respectively confocal,
split-detection and motion contrast techniques. g Composite perfusion map image, revealing
the 3D organization of the retinal vascular network. White-dashed rectangle: Area of the
en-face image where OIT cross-sections were extracted. (a) Log scale. (b,c) Linear scale.
Scale bar: 100µm.

Table 1. Axial distance between vascular plexuses
measured through OIT cross-sections. Four and

three plexuses are found at 7o nasal and 7o

temporal respectively.

RPCP - SVP SVP - IVP IVP - DVP

7onasal 45µm 54µm 62µm

7o temporal — 66µm 54µm
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Fig. 5. a-c Tomographic retinal cross-sections generated by, respectively, confocal, split
detection, and motion contrast techniques in AO-SLO for the same subject at 7o Temporal
where NFL is less thick and three vascular plexuses can be seen. d-f En-face retinal images
obtained when precisely positioning the focal plane at the layers labeled NFL, SVP, IVP and
DVP, with the help of the OIT cross-section, using respectively confocal, split-detection and
motion contrast techniques. gComposite perfusion map image, revealing the 3D organization
of the retinal vascular network. White-dashed rectangle: Area of the en-face image where
OIT cross-sections were extracted. (a) Log scale. (b,c) Linear scale. Scale bar: 100µm.
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mosaic is sharper and presents a higher contrast at the IS focal position (Fig. 6(b,f)) than at the
IS/OS focal position (Fig. 6(d,h)). On the other hand, when using the confocal modality, note
that the photoreceptor mosaic presents a higher contrast and sharpness at IS/OS focal position
(Fig. 6(c,g)) compared to the IS focal position (Fig. 6(a,e)). In Figs. 6(i,j), this same difference of
contrast can be noted when looking at the photoreceptor mosaic spatial frequency (pale green
column) through the computed PSD of these images.

Fig. 6. En-face retinal images obtained after precisely positioning the focal plane at layers IS
and IS/OS with the help of OIT cross-section images in Figs. 4,5. (a,e) Confocal AO-SLO at
IS focal position. (b,f) Split-detection AO-SLO at IS focal position. (c,g) Confocal AO-SLO
at IS/OS focal position. (d,h) Split-detection AO-SLO at IS/OS focal position. (i,j) PSD at
Nasal and Temporal position respectively. Pale green column outlines the photoreceptor
mosaic spatial frequency, where one can notice a gain in contrast when focusing at the IS
focus position in the case of split-detection mode, compared to the IS/OS focus position;
and the opposite in the case of confocal mode. Scale bar: 50µm.

Finally, OIT can be used to position the imaging focal plane at the SVP focal position using
the original Z-stack, where retinal ganglion cells (RGC) can be visualized in the split detection
channel (Fig. 7). Figures 7(a,b) present some examples of RGCs at 7o Temporal and 7o Nasal
respectively. Since just two offset channels were used to generate the split-detection image, it is
not surprising that a contiguous mosaic was not obtained, but only some RGCs were visible [7].
Visible RGCs had a soma diameter varying from 10µm to 20µm, which is in the expected range
for midget and parasol cells [30]. Figures 7(c,d) compare split-detection images from the same
retinal region but at IS and SVP focal positions respectively, where photoreceptor IS mosaic and
RGC are visible. Figs. 7(e,f) present their respective PSD. From the PSD, we computed a mean
cell density of 15 540 cell/mm2 and 9 140 cell/mm2 for respectively photoreceptors and RGCs.
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All these findings are consistent with previous in-vivo studies [7,30] and histological data [31].
The SVP being closer to the RGC layer has been previously reported in in-vivo OCT angiography
studies [24,29].

Fig. 7. (a,b) Split-detection retinal images obtained when precisely positioning the focal
plane at the SVP layer at 7o Temporal (a) and 7o Nasal (b). Yellow arrows outline a few
examples of putative midget retinal ganglion cells. The red arrow highlights an example
of putative parasol retinal ganglion cell.(c,d) are respectively split-detection images from
the same retinal region but at IS and SVP focal positions respectively, where photoreceptor
IS mosaic and RGC are visible. (e,f) are the PSD of respectively (c,d), where the spatial
frequency signature of photoreceptor and ganglion cell are visible. Scale bar: 50µm.

4. Discussion

We have introduced Optical Incoherence Tomography (OIT), a completely digital method enabling
the generation of in-vivo tomographic retinal cross-sectional images from through focus en-face
image stacks. We showed that the OIT procedure can be used on any high numerical aperture
adaptive optics incoherent imager, whether scanning or full field, confocal or nonconfocal,
making use of back-scattered, multiply-scattered or even fluorescent light, without any hardware
modification. While this article discusses the application of OIT to retinal imaging, this method
can be extended to other samples (e.g. cornea [32] and skin [33]) and for other high-resolution
microscopic/imaging techniques including those used in non-biological samples. Although the
axial resolution capacity of the OIT method, limited by the numerical aperture, is far from what
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can be achieved using OCT when applied to the retina, we would like to discuss some interesting
assets unique to the OIT method that are complementary to OCT.

4.1. Focus-guidance for AO-ophthalmoscopes

Owing to the fact that the axial dimension in OIT cross sections is given as a function of
defocus, OIT can be used to precisely position the imaging focal plane in the retina and facilitate
non-interferometric imaging of a specific retinal layer. In Fig. 2, we showed that OIT cross-
sections can help in identifying the focus position to produce images of NFL and IS/OS in
both AO-FIO and AO-SLO. In addition, we demonstrated that OIT cross-sections can also be
applied to precisely position the focal plane in imaging modalities where users are mostly “blind”
focusing because of inherent weak SNR and low contrast, as in the case of autofluorescence
(Fig. 2(a)), split-detection (Figs. 4(b), 5(b)), and motion contrast (Figs. 4(c),5(c)) techniques. We
demonstrated this particular asset by precisely measuring and positioning the focal position to
acquire images of RPE (Fig. 3(b)), perfusion maps from all vascular plexuses (Figs. 4(f),5(f)), and
translucent retinal neurons such as photoreceptor IS (Fig. 6) and RGC (Fig. 7), using respectively
autofluorescence, motion contrast and split detection techniques.
For optical imaging systems featuring some means to adjust the focus position, the OIT

method can be easily implemented to guide focus position during an imaging session as OIT is a
completely digital method. One can start by acquiring a fly-through focus movie (also known as
Z-stack), generate the patient’s OIT cross-section, then use the cross-sectional view and focus
information to precisely position the imaging focal plane at the retinal layer of interest. This
new procedure avoids loss of time in acquiring images from different depths and selecting the
best image sequences afterwards. Although in this paper Z-stacks were generated in a step-wise
manner, i.e. by manually changing the focus position and acquiring enough images for each
imaging plane in a 600 µm × 600 µm FOV, Z-stacks could be acquired more rapidly. Firstly, as
only a small portion of the FOV from en-face images is necessary to generate the OIT cross-
section (about 60 µm in one direction), the Z-stack acquisition can be limited to this small area,
significantly increasing the acquisition rate. Secondly, instead of using a step-wise acquisition,
a fly-through focus (i.e. continuous change of focus position) during image acquisition could
be used. Finally, the Z-stack acquisition could be executed in a limited depth range around the
retinal layer of interest. For example, in the case of RPE imaging with autofluorescence, where
hundreds of en-face images have to be acquired and averaged, the Z-stack could be acquired
only around the focal plane where the IS/OS junction looks sharp. Then, the generated OIT
cross-section would only include the bright layers corresponding to the IS/OS and the COST
(Fig. 2(a)), which are those relevant to RPE layer positioning.

Even though the axial resolution of OIT cross-sections is not as high as OCT, it directly
translates the axial resolution of the used imaging system and can be helpful to assess the
performance of the AO and the impact of ocular aberrations [4]. Moreover, to precisely measure
the focus position, one can use interpolation and fitting methods to achieve a micrometer precision
in the retina, similar to what is done in sub-pixel image registration techniques [34].

4.2. Insensitivity to axial eye motion

The axial dimension of the OCT is given in terms of optical path difference between the reference
and sample arms. This makes OCT highly sensitive to involuntary head and eye motion during
image acquisition. Therefore a real-time hardware correction [35] or a post-processing software
correction of axial movement are mandatory steps to extract en-face images using both scanning
or full-field OCT techniques [36,37]. Residual axial motion, after correction, can even degrade
the axial resolution of OCT cross-sections [36].
On the other hand, OIT is insensitive to axial motion. Nevertheless, it is highly sensitive

to the temporal evolution of the defocus, mainly introduced by the lens accommodation
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dynamics. Defocus dynamics prevent generation of OIT cross-sections. The temporal evolution
of accommodation and defocus in the eye [3] is less important than the eye and head axial
movement during fixation [35], making it easier to control the former. Here, to tackle defocus
dynamics, we used high AO-loop rates to correct for dynamic aberrations [4], and we performed
accommodation paralysis by introducing drops. Both solutions are commonly found in imaging
protocols for high-resolution retinal imaging.

4.3. Guiding retinal laser surgery

The lack of sensitivity to axial motion together with controlled accommodation dynamics makes
OIT a highly valuable tool to accurately focus light in a sample. One promising application
would be using OIT to guide focus position in laser photocoagulation retinal surgery [38–40].
Indeed, using both AO with a high numerical aperture to achieve a suitable 3D laser confinement
in the retina and OIT to precisely position the laser impact at the diseased tissue, would represent
a considerable advance towards a safe and controlled laser surgery of the retina, avoiding damage
to neighboring healthy tissues [41,42].

4.4. Using multiply scattered light to generate retinal cross-sections

Multiply scattered light (or nonconfocal) imaging modalities such as dark-field, offset aperture
and split detection, widely applied in AO-SLO [5], and recently introduced for AO-FIO [10,43],
provide excellent contrast for blood vessels, mural cells [8,10] and translucent retinal structures
[6,7], which are poorly or not visualized in back-scattered light imaging systems. Unlike OCT,
in which the coherent detection limits the use of multiply scattered light, we showed that OIT
can make use of incoherent light, generating, for the first time to our knowledge, a retinal
cross-sectional view using multiply-scattered light, here in split-detection mode (Figs. 4(b),5(b)).
The use of multiply-scattered light can also be extended to other techniques, such as offset
aperture, multi-offset [7] and dark-field techniques. Moreover, fluorescent light could also be
used to generate a cross-section, which does not produce any signal in OCT. Comparing different
modalities, along with their en-face images, may help to elucidate the cellular origin of the
observed features on en-face images [44] and/or OIT images.
One example is the origin of the observed photoreceptor mosaic when using split-detection

technique, which is commonly attributed to the photoreceptor inner segment (IS) [6]. Figs. 4(b),
5(b) shows a retinal layer, just above IS/OS, which gets brighter in split-dectection mode compared
to confocal. We denominated this layer IS. By positioning the focal plane at this layer, we were
able to acquire a sharper photoreceptor mosaic than at the IS/OS focal position. Although not
conclusive, our findings support the hypothesis that the cellular origin of the split detection
photoreceptor mosaic image may come from the IS [6]. Further studies are still necessary and
OIT could be a highly valuable tool to help elucidate this question.

Another example of how a multimodal approach can help in interpreting OIT cross-sections can
be seen in Fig. 4. While the split-detection OIT cross-section revealed bright layers corresponding
to different vascular plexus, these same layers can also be seen in confocal OIT cross-sections,
but more dimly and with lower contrast. En-face images also show the same trend, as capillaries
are more highly contrasted in the split-detection modality than in confocal. Note that similar layer
arrangement and intensity can be seen in Fig. 2(a), which may explain the origin of intermediate
bands (1) and (2), i.e. corresponding to the IVP and DVP.
Depending on the properties of the tissue and the local anatomy, the retina scatters light in

different directions and angles [45]. OIT could help to determine the scattering direction of
different retinal features for various focus positions when applied to multi-offset techniques [7,45].
Moreover, OIT could help to further enhance the contrast of the retinal ganglion cell layer by
finding the optimal focal position in multi-offset imaging [7].
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OIT makes use of its high lateral resolution to determine the depth location of small features in
the retina. One example was given in Visualization 2, where interconnecting capillaries linking
different vascular plexus could be identified and their depth location determined when using
an AO-FIO. Unlike confocal OIT (Figs. 2(a),4(a)), signal from interconnecting capillaries can
also be identified in split-detection OIT (Fig. 4(b)). The fact that interconnecting capillaries
can only be seen in OIT generated from AO-FIO and split-detection AO-SLO images may infer
that their contrast is highly enhanced by multiply scattered light, which is mostly filtered out
in confocal AO-SLO. This hypothesis is reinforced by the work done in [45] with a rapidly
configurable aperture enabling multi-offset AO-SLO imaging. Although not commented by the
authors, their Figure 5 shows interconnecting capillaries appearing and disappearing depending
on the orientation of the collected scattered light, which is not visible in the confocal modality.

4.5. Limitations

When applied to in-vivo retinal imaging, the axial sectioning of OIT may vary depending on
different aspects. First, it presents an inter-subject variation, as pupil diameter (even with
induced pupil dilation), eye length and dynamic aberrations may vary from one subject to another.
Both pupil diameter and dynamic aberrations may be critical in the case of diseased patients.
High-order dynamic aberrations can provoke a significant loss of axial resolution. This issue can
be considerably minimized by adopting a high AO-loop rate (higher than 50 Hz) [4]. Secondly,
unlike OCT, accommodation paralysis has to be applied to increase the axial sectioning capacity
of OIT method, common to all AO techniques. Thirdly, the axial sectioning capacity may vary
according to the selected cut-off frequency, which has to take into account the OIT contrast
(Fig. 1(e)) and the spatial frequency content of the retinal features of interest. Lastly, when
using a step-wise manner to acquire the Z-stack, the defocus step has to be carefully chosen and
computed to appropriately sample the axial direction without losing resolution. Throughout this
paper, defocus steps of 30 µm (Fig. 2(c)), 20 µm (Fig. 2(a)) and 15 µm (Figs. 4,5) were used, the
latter enabling identification of more layers than the former ones.
To get absolute and precise values of axial depth position, a first calibration step may be

necessary to take into account the variation of the optical axial magnification in a non-telecentric
system and the eye length of the examined subject. However, focus guidance for precise imaging,
or focus in a sample, can be done with a relative measurement, as it was done in this paper, if the
same system is used to generate the OIT cross-section then acquire the en-face retinal images.
Finally, another drawback can be pupil misalignment during Z-stack acquisition, which leads to
loss of photons.

5. Conclusion

We presented Optical Incoherence Tomography (OIT): a completely digital method to generate
tomographic retinal cross-sections from en-face through-focus image stacks acquired with any
high numerical aperture non-interferometric AO-ophthalmoscope. We demonstrated that OIT
can be applied to retinal imaging modalities such as AO-FIO, AO-SLO, split-detection, offset
aperture, and motion contrast without any hardware modification. We showed that even though
OIT presents a poorer axial resolution compared to OCT, most of the retinal layers commonly
found in OCT can also be identified in OIT cross-sectional images. While OCT is sensitive to
the optical path difference between the reference and the sample arms, we showed that OIT is
sensitive to focus position, making it a highly valuable tool to guide focus position. We explore
this property to guide focus position in cases where the user is “blind” focusing, allowing precise
imaging of retinal pigment epithelium, the vascular plexuses and translucent retinal neurons, such
as photoreceptor inner segment and retinal ganglion cells, using respectively autofluorescence,
motion contrast and split detection techniques. All the presented assets specific to OIT may play
an important role in in-vivo retinal imaging, paving the way towards more rapid imaging sessions,

https://doi.org/10.6084/m9.figshare.12240623
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a more precise focus positioning, and a better understanding of some particular retinal features,
especially when using multiply-scattered light.
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